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W +W− production is an interesting process in the gauge sector being produced both by radiation
from quarks and multiple gauge boson coupling. It is also a critical background for measurements
of Higgs production with decay to WW bosons. We report a new measurement of the W +W−

production cross section in the two charged lepton (e, µ), two neutrino, and n jet final state in pp̄

collisions at a center of mass energy of 1.96 TeV. The data were collected with the CDF II detector
at the Tevatron collider at Fermilab and uses the full 9.7fb−1 CDF dataset. A neural net is trained
to distinguish W +W− signal from background. The W +W− cross section is then extracted using a
maximum likelihood method to fit the W +W− and background neural net shapes. The W +W− cross
section is presented both inclusive and differentially in jet multiplicity. We additionally subdivide the
one jet region by leading jet ET . The measured cross section is 14.0±0.6(stat)+1.6

−1.3(syst)±0.8(lumi)
pb.
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I. INTRODUCTION

The direct production of W+W−(WW ) pairs in proton-antiproton collisions is the primary background in searches
for a high mass Standard Model Higgs boson decaying to WW . A good understanding and modeling of WW
production is thus essential to any Higgs to WW search. This measurement is an offshoot of the Standard Model
H → WW → llνν search described in Phys. Rev. D 88 [21], using the same framework and selection. The WW cross
section has been measured previously at CDF[6] with 3.6fb−1 of data and D0[12] with 1fb−1 of data as well as at the
LHC [11],[5]. We consider events with two leptons (e or µ) and substantial E/T . Considering WW events with jets in
the final state provides a unique test of QCD calculations of states with two vector bosons and multiple associated
jets. In separate bins we measure the cross section for events with zero jets, with one jet of 15 < ET < 25 GeV, with
one jet of 25 < ET < 45 GeV, with one jet of ET > 45 GeV, and with two or more jets. We train NeuroBayes R©neural
nets to separate WW events from background, and fit the neural net output templates using a binned maximum
likelihood method to extract the WW production cross section. Our result is the most precise measurement of the
WW production cross section at a pp̄ collider.

II. DETECTOR DESCRIPTION

The components of the CDF II detector relevant to this anlaysis are described briefly here; a more complete
description can be found elsewhere [7]. The detector geometry is described by the azimuthal angle φ and the pseudo-
rapidity η ≡ − ln(tan θ/2), where θ is the polar angle of a particle with respect to the proton beam axis (positive
z-axis). The pseudo-rapidity of a particle originating from the center of the detector is referred to as ηdet. The
trajectories of charged particles are reconstructed using silicon micro-strip detectors [8][9] and a 96-layer open-cell
drift chamber (COT[10]) embedded in a 1.4 T solenoidal magnetic field. For |ηdet| ≤ 1, a particle traverses all 96
layers of the COT; this decreases to zero at |ηdet| ≈ 2. The silicon system provides coverage with 6(7) layers with radii
beetween 2.4 cm and 28 cm for |ηdet| < 1.0 (1.0 < |ηdet| < 2.0). Outside of the solenoid are electromagnetic (EM)
and hadronic (HAD) sampling calorimeters segmented in a projective tower geometry. The first hadronic interaction
length (λ) of the calorimeter, corresponding to 19-21 radiation lengths (X0), uses lead absorber for measuring the
electromagnetic component of showers, while the section extending to 4.5-7 λ uses iron to contain the hadronic
component. The calorimeters are divided in a central (|ηdet| < 1) and forward (1.1 < |ηdet| < 3.64) region. Shower
maximum detectors (SMX) embedded in the electromagnetic calorimeters at approximately 6X0 help in the position
measurement and background suppression for electrons. Outside of the central calorimeters are scintillators and drift
chambers for identifying muons as minimum ionizing particles. We use three complementary track patter recognition
algorithms which are distinguished by their starting point in COT, silicon, or projection from calorimeter energy
cluster to interaction region.

III. LEPTON IDENTIFICATION

In order to maximize signal acceptance and suppress backgrounds from jets and photons misidentified as leptons we
use two (eight) categories of electrons (muons). Two additional categories, based on central tracks that are not fiducial
to calorimeters or muon detectors, are used as either an electron or muon in forming WW candidates. The resulting
categories exploit essentially all the tracks and electromagnetic calorimeter clusters available. All leptons are required
to be isolated such that the sum of the ET for the calorimeter towers in a cone of ∆R =

√

(∆η)2 + (∆φ)2 < 0.4
around the lepton is less than 10% of the electron ET or muon pT . If an additional good muon or electron candidate
is found within the ∆R < 0.4 cone, the towers the additional lepton passed through are subtracted from the ET sum.
The transverse energy ET of a shower or calorimeter tower is E sin θ, where E is the associated energy. Similarly, pT

is the component of track momentum transverse to the beam line. Electron candidates are required to have a HAD
energy to EM energy consistent with originating from an electromagnetic shower and are further divided into central
and forward categories. The central electron category requires a well-measured COT track satisfying pT > 10 GeV/c
that is fiducial to the central SMX and matched to a central EM energy cluster. Central electron candidates are then
selected for which shower shape and energy deposition are consistent with an electron, or by using a likelihood method
to combine electron identification variables into one discriminant. A forward electron is required to be fiducial to the
forward SMX detector and have energy deposition in both the calorimenter towers and SMX detector consistent with
an electron shower shape. For each forward candidate, we also require a matching calorimeter seeded track that is
consistent with a standalone reconstructed track formed using hits in the silicon detector to reduce background from
photons. Alternatively, a forward electron can also be included if it passes a likelihood based discriminant based on
similar variables. Muons are identified by either a charged track matched to a reconstructed track segment (”stub”)
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in muon chambers or as a stubless minimum ionizing particle fiducial to calorimeters. In addition, stubless muons
are required to have at least 0.1 GeV in total calorimeter energy. For |ηdet| < 1.2, strict requirements on the number
of COT hits and the χ2 of the track fit are placed on the muon tracks in order to suppress kaon decay-in-flight
backgrounds. The category of stubless muons with |ηdet| > 1.2 requires that at least 60% of the COT layers crossed
by the track have hits. In order to suppress background from cosmic rays, the track’s point of closest aproach to
the beamline must be consistent with originating from the beam. The final category of leptons are constructed from
tracks which are not fiducial to the SMX detectors nor identified as stubbed muons. The requirements for the tracks
are the same as stubless muons with |ηdet| < 1.2, but without any of the calorimeter requirements. Due to the lack
of calorimeter information, electrons and muons cannot be reliably differentiated in this region, and this category is
therefore treated as having either flavor in the WW candidate selection. If an electron or non-fiducial track candidate
is consistent with being due to a photon conversion as indicated by the presence of an additional nearby track, the
candidate is vetoed. To identifiy the presence of W bosons decaying to two neutrinos, we use the missing transverse
energy E/T = |ΣiET,i ˆηT,i|, where the ˆηT,i is the transverse component of the unit vector pointing from the interaction
point to calorimeter tower i. The E/T is corrected for muons which do not deposit all of their energy in the calorimeter
and tracks which point to uninstrumented regions of the calorimeter. The WW candidate events are required to pass
one of five online trigger selections implemented in three successively more stringent levels. The final central electron
requirement is an EM energy cluster with ET > 18 GeV matched to a track with pT > 8 GeV/c. Muon triggers are
based on information from muon chambers matched to a track wtih pT > 18 GeV/c. The trigger for forward electrons
requires an ET > 20 GeV EM energy cluster and an online measurement of the E/T > 15 GeV.

IV. EVENT SELECTION

The llνν candidates are selected from two opposite-sign leptons. At least one lepton is required to satisfy the trigger
and have ET > 20 GeV (pT > 20 GeV/c) for electrons (muons). We loosen this requriement to > 10 GeV (GeV/c)
for the second lepton to increase WW kinematic acceptance. The z-positions of the leptons in a candidate at the
point of closest approach to the beam-line are required to be within 4 cm of each other. There are several sources of
background: W+jets and Wγ where a jet or photon is misidentified as a lepton, Drell-Yan where E/T is large due to
mismeasurement of lepton or jet ET , tt̄ → bb̄llνν, and WZ and ZZ where one or two leptons are lost or one boson
decays hadronically. To suppress W+jets and Wγ we apply an isolation requirement that the sum of track pT in a
cone of ∆R < 0.4 around each cut-based lepton is less than 10% of the electron ET or muon pT . We also require
event candidates to have mll > 16 GeV/c2. To suppress Drell-Yan we define the variable E/Tspec:

E/Tspec ≡
{

E/T if∆φ( ~E/T , lepton, jet) > π
2

E/T sin(∆φ( ~E/T , lepton, jet) if∆φ( ~E/T , lepton, jet) < π
2

(1)

This measures the transverse component of E/T relative to the closest lepton or jet in an event. We require it to
be > 25 GeV (15 GeV for electron-muon events, for which the Drell-Yan background is inherently smaller). Due to
large Drell-Yan systematic uncertainties we make two additional cuts. We veto events with mll between 80 and 99
GeV (unless they are identified as electron-muon events), reducing Z → ee and Z → µµ events. We also veto events
where ∆φ between the E/T and the vector sum of the lepton momenta is > 1. This greatly reduces the contribution
from Z → ττ events. To suppress tt̄ background we veto events with two or more jets in which one or more jets is
b-tagged by HOBIT[23]. To suppress WZ and ZZ we require exactly two leptons in the final state. We consider
separately final states with zero, one, or two or more jets in the final state, where a jet is required to have ET > 15
GeV and |η < 2.5. The expected and observed yields after base selection cuts have been applied are shown for each
jet region in Table I.

V. DATA MODELING

The geometric and kinematic acceptance for the WW signal and the Drell-Yan (DY), WZ, ZZ, Wγ, and tt̄
backgrounds are determined using a Monte Carlo simulation of the collision interfaced to a Geant3-based simulation
of the CDF II detector [20] reponse. The WW sample and DY two or more jets sample are generated in Alpgen [19]
and showered in Pythia. The Wγ sample is generated with Baur MC [2]. The remaining processes, (DY 0 and 1 jet,
WZ, ZZ, Wγ, and tt̄) are simulated with Pythia [24]. We use the CTEQ5L [15] parton distribution functions (PDFs)
to model the momentum distribution of the initial-state partons. A number of corrections are applied to the Monte
Carlo. Lepton reconstruction and identification efficiencies are measured in data using Z decays. A correction of up to
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WW(llνν) Cross Section CDF Run II Preliminary
R

L = 9.7 fb−1

Process Events (Best Fit)
0 Jets 1 Jet 2 or More Jets

WZ 19.5 ± 3.0 16.7 ± 2.3 4.26 ± 0.81
ZZ 13.2 ± 1.9 4.25 ± 0.61 1.33 ± 0.26
tt̄ 3.7 ± 1.0 76 ± 12 158 ± 16

DY 150 ± 34 83 ± 21 20.2 ± 8.6
Wγ 214 ± 27 44.0 ± 6.4 7.5 ± 1.9

W+jets 685 ± 118 250 ± 46 81 ± 15
Total Background 1086 ± 124 474 ± 57 272 ± 26

WW 963 ± 108 224 ± 29 73 ± 20
Signal+Background 2049 ± 177 698 ± 73 345 ± 39

Data 2090 682 331

TABLE I: Predicted and observed event yields in the signal region.

10% per lepton (depending on lepton type) is applied. An additional 10% correction is applied to muons reconstructed
from minimum ionizing energy deposits in the forward calorimeter to account for known poor modeling of the track
reconstruction in this region. A 31% correction is applied to the Wγ background estimate derived from a study of the
low-mll Wγ control region [14]. tt̄ is normalized to a measurement of the tt̄ cross section in the dilepton channel[22].
In the two or more jet region, an additional scale factor of 1.03 is applied to the tt̄ background to account for a
small number of events for which the silicon micro-strip detectors required for b-tagging were not operational. Trigger
efficiencies are determined from W → eν data for electrons and from Z → µ+µ− data for muons. The background
from W+jets is estimated from a sample of events with an identified lepton and a jet that is required to pass loose
isolation requirements and contain a track or energy cluster similar to those required in the lepton identification.
The contribution of each event to the total yield is scaled by the probability that the jet is identified as a lepton, as
determined from multijet events collected with jet-based triggers at a variety of energy thresholds. A correction is
applied for the small real lepton contribution using single W and Z bosons Monte Carlo simulation.

VI. CONTROL REGIONS

We define several control regions to validate our background modeling. An example of the agreement in each
region is found in Figure 1. To validate our modeling of Drell-Yan we consider opposite sign leptons in the Z mass
region 76 < mll < 106 GeV. We veto electron-muon events, and relax the E/Tspec cut to 15 < E/Tspec < 25 GeV. We

generally observe good agreement with Monte Carlo. A discrepancy in the Njets distribution is accounted for by E/T

modeling and jet energy scale systematic uncertainties discussed below. We further subdivide the Drell-Yan region by
jet multiplicity and verify that no further discrepancies exist. To validate W+jets and Wγ modeling, we reverse the
opposite sign requirement on the signal selection criteria, resulting in a region dominated by fake leptons originating
from either jets or photons. We observe good agreement with Monte Carlo. To validate our modeling of tt̄ events we
reverse the btag veto in the two or more jet region, requiring at least one b-tagged jet. Since the region is nearly pure
tt̄ we relax the dimass and ∆φ(ll, E/T ) cuts that are intended to suppress Drell-Yan.

VII. CROSS SECTION MEASUREMENTS

For each signal region, we train an independent NeuroBayes R©neural network on signal and background Monte Carlo
events. Each neural net has three layers consisting of input nodes, hidden nodes, and one output node. Templates are
created from the trained neural net that serve as the final discriminant in calculating the cross section. We separate
the one jet neural net into three templates, corresponding to 15 < ET < 25 GeV, 25 < ET < 45 GeV, and ET > 45
GeV and fit each template independently.
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FIG. 1: Examples of agreement in control regions. From top to bottom: Drell-Yan, Same Sign, and tt̄.
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A. Zero Jet Analysis

The zero jet analysis uses nine input variables. The inputs are the scalar sum of the lepton transverse energies and
E/T ; the pT of the subleading lepton; the likelihood ratio for WW production; the invariant mass of the two leptons;
∆φ between the two leptons; the transverse mass of the sum of the lepton momenta and E/T ; the pT of the leading
lepton; the energy of the leading lepton; and ∆R between the leptons. The likelihood variables were calculated on
an event by event basis using leading order matrix elements from the MCFM [4] package. Probability densities were
calculated for four processes: WW , WZ, Wγ, and W+jets according to the formula

P ( ~xobs) =
1

〈σ〉

∫

dσth(~y)

d~y
ǫ(~y)G( ~xobs, ~y)d~y (2)

where the variables are as follows

• ~xobs - observed lepton momenta and E/T (x, y)

• ~y - true lepton 4-vectors (including neutrinos)

• σth - leading order theoretical cross section

• ǫ(~y) - efficiency and acceptance for the event

• G( ~xobs, ~y) - an analytic model of detector resolutions effects

• 1/ 〈σ〉 - normalization

The function ǫ(y) describes the probabilities of a parton level object (e, µ, γ, or parton) to be reconstructed as
one of the lepton categories. The efficiency function is determined solely from Monte Carlo for e and µ, and from a
combination of Monte Carlo and data-driven measurements described in Section V for γ and partons. A discriminant
is constructed from the event probability densities:

LRWW =
PWW

PWW +
∑

i kiPi

(3)

where ki is the expected fraction for each background and Σiki = 1. The neural net input templates are shown in
Figure 2.

B. One Jet Analysis

The one jet analysis uses 8 input variables. The inputs are the scalar sum of the lepton transverse energies and E/T ;
the pT of the subleading lepton; the E/Tspec; the energy of the leading lepton; ∆R between the leptons; the transverse

mass of the sum of the lepton momenta and E/T ; the pT of the leading lepton; and the invariant mass of the two
leptons. We do not use likelihood ratios in the one or two jet regions as they would be computationally intensive to
calculate. The neural net input templates are shown in Figure 3.

C. Two or More Jets Analysis

The two or more jet analysis uses 17 input variables. The inputs are the scalar sum of the lepton transverse energies
and E/T ; the vector sum of the first and second jet pT ; the E/Tspec; the pT of the subleading lepton; the E/Tsig ; the

aplanarity; the transverse mass of the sum of the lepton momenta and E/T ; the ∆R between the leptons; the scalar
sum of the lepton and jet ET s; the transverse mass of the sum of the lepton and jet momenta and E/T ; the cos(∆φ)
between leptons in the WW CM frame; the ∆φ between the vector sum of lepton momenta and E/T ; the scalar sum
of jets ET and E/T ; the invariant mass of the two leptons; the pT of the leading lepton; the cos of the angle between
the second lepton and WW momentum; and ∆φ between the leptons. We do not use likelihood ratios in the one or
two jet regions as they would be computationally intensive to calculate. The neural net input templates are shown in
Figure 4.
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FIG. 2: 0 jet neural net inputs, ordered by significance
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FIG. 3: 1 jet neural net inputs, ordered by significance
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FIG. 4: 2 or more jet neural net inputs, ordered by significance
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WW(llνν) Cross Section 0 Jets CDF Run II Preliminary
R

L = 9.7 fb−1

Uncertainty Source WW WZ ZZ tt̄ DY Wγ W+jet
Cross Section 6.0% 6.0% 6.0% 4.3%∗

Acceptance

E/
T

Modeling 19.0%∗

Higher-order Diagrams 10.0% 10.0% 10.0%∗

tt̄ QCD 2.7%
Conversion Modeling 6.8%
Scale 3.8%
PDF Modeling 0.8%
Jet Energy Scale 4.7% 6.4% 3.5% 26.8% 10.2% 3.5%
Lepton ID Efficiencies 3.8% 3.8% 3.8% 3.8% 3.8%
Trigger Efficiencies 2.0% 2.0% 2.0% 2.0% 2.0%
Jet Fake Rate 17.2%

Luminosity 5.9% 5.9% 5.9% 5.9% 5.9%
∗ indicates uncorrelated systematic. (−) indicates anticorrelated systematic.

TABLE II: systematic uncertainties used in the 0 jet analysis.

D. Systematic Uncertainties

We assess systematic uncertainties on the signal and background distributions arising from a wide variety of
sources. systematic uncertainties include both rate uncertainties on expected event yields and shape uncertainties on
expected event distributions.
We evaluate uncertainties on acceptance originating from lepton selection and trigger efficiency measurements, giving
a 4.3% uncertainty on all event yields. We also assign acceptance uncertainties due to potential contributions from
higher-order effects. For WW we evaluate acceptance uncertainty due to choice of showering scale by reweighting the
Alpgen sample according to samples generated in Pythia 8[25] with varied showering scales. Varying the showering
scale typically moves events between bins, and as a result the systematic is anti-correlated between the 0 and 1 jet
low ET bins and the higher bins, as indicated by the negative sign in the systematic uncertainties tables. Similarly,
we evaluate acceptance uncertainty due to choie of PDF by reweighting the Alpgen sample according to MC@NLO
samples generated with all 40 CTEQ6[16] error eigenvectors. A rate systematic is found to be negligible, and only a
shape systematic is assessed.
For WZ and ZZ, which are simulated at leading order, we assign an uncertainty of 10%, the difference in the
observed acceptance for WW between leading order (Pythia[24] and next-to-leading order (MC@NLO[17]). For tt̄
we assign an uncertainty of 2.7% due to QCD effects taken from the dilepton tt̄ cross section measurement[22], which
uses similar Monte Carlo simulation and lepton selection. Wγ is generated with next-to-leading order Baur MC[2].
However, we assign a scale factor according to study of a low-mll control region to account for poor conversion
modeling in the simulation. As extrapolation of this scale factor to the signal regions is dependent on background
subtraction, we assign a 10% uncertainty to Wγ due to higher order diagrams, and a 6.8% uncertainty due to photon
conversion modeling. The dominant systematic uncertainty on Drell-Yan is the modeling of fake E/T . In the zero
and one jet bins, the E/T modeling is tuned according to a control region with E/T just below the signal selection
threshold. An uncertainty of 19 − 26% is assigned by varying the tuning. In the two jet region the tuning is found
not to be needed. However, the uncertainty in modeling is kept. For all simulated backgrounds we vary the jet
energy scale up and down by one standard deviation to determine the variation in acceptance for each process and
region. We also assign a rate systematic for jet energy scale for WW and Drell-Yan. Because the effect of varying
jet energy scale is to move events between bins, the systematic is anti-correlated between the zero and non-zero jet
bins, as indicated by the negative sign in the systematic uncertainties tables.
For the W+jets background, the systematic uncertainty is determined from variation in the measured probabilities
for a jet to be identified as a lepton using jet data collected at four different jet ET trigger thresholds. The threshold
affects both the parton composition of the jet and the relative amount of contamination from real leptons. Theoretical
uncertainties on the cross section are assigned to WW/WZ/ZZ (6%)[4][3] and tt̄ (4.3%)[18]. The standard CDF
luminosity uncertainty of 5.9%[13] has been assigned to all signal and background processes. The complete set of
systematic uncertainties are summarized in Tables II-VI.
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WW(llνν) Cross Section 1 jet, 15 < ET < 25 GeV CDF Run II Preliminary
R

L = 9.7 fb−1

Uncertainty Source WW WZ ZZ tt̄ DY Wγ W+jet
Cross Section 6.0% 6.0% 6.0% 4.3%∗

Acceptance

E/
T

Modeling 21.9%
Higher-order Diagrams 10.0% 10.0% 10.0%∗

tt̄ QCD 2.7%
Conversion Modeling 6.8%
Scale 0.5%
PDF Modeling 1.2%
Jet Energy Scale −9.6% −1.0% −4.6% −12.9% −8.7% −9.5%
Lepton ID Efficiencies 3.8% 3.8% 3.8% 3.8% 3.8%
Trigger Efficiencies 2.0% 2.0% 2.0% 2.0% 2.0%
Jet Fake Rate 18.9%

Luminosity 5.9% 5.9% 5.9% 5.9% 5.9%
∗ indicates uncorrelated systematic. (−) indicates anticorrelated systematic.

TABLE III: systematic uncertainties used in the 1 jet low ET analysis.

WW(llνν) Cross Section 1 jet, 25 < ET < 45 GeV CDF Run II Preliminary
R

L = 9.7 fb−1

Uncertainty Source WW WZ ZZ tt̄ DY Wγ W+jet
Cross Section 6.0% 6.0% 6.0% 4.3%∗

Acceptance

E/
T

Modeling 22.1%
Higher-order Diagrams 10.0% 10.0% 10.0%∗

tt̄ QCD 2.7%
Conversion Modeling 6.8%
Scale −5.6%
PDF Modeling 1.2%
Jet Energy Scale −5.8% −1.0% −4.6% −12.9% −22.9% −9.5%
Lepton ID Efficiencies 3.8% 3.8% 3.8% 3.8% 3.8%
Trigger Efficiencies 2.0% 2.0% 2.0% 2.0% 2.0%
Jet Fake Rate 18.9%

Luminosity 5.9% 5.9% 5.9% 5.9% 5.9%
∗ indicates uncorrelated systematic. (−) indicates anticorrelated systematic.

TABLE IV: systematic uncertainties used in the 1 jet mid ET analysis.

E. Results

We extract the differential WW cross section from the neural net output shapes, estimated normalizations, and
systematic uncertainties of signal and background in each signal region via a binned maximum likelihood method.
The systematic uncertainties are subject to a Gaussian constraint, while the signal normalization in each region is
allowed to float freely. Shape systematic uncertainties are evaluated via vertical interpolation. The fitted neural net
output templates are shown in Figures 6-11. The result is unfolded to the hadronic level based on the results of a
study of the bin to bin migration of events due to jet reconstruction, scale, and resolution effects as determined by
comparing hadron jet clustered Monte Carlo events to fully simulated and reconstructed Monte Carlo events. The final
result is iteratively corrected to account for differences in acceptance between the reconstructed and true distributions
using a Bayesian method implemented in RooUnfold[1]. In order to quantify our expectations we generate 10,000
pseudoexperiments, each of which is minimized exactly as data. The minimum values of the negative log likelihood for
both pseudoexperiments and data are shown in Figure 5. The fit gives a measured value of 14.0±0.6(stat)+1.6

−1.3(syst)±
0.8(lumi) for the inclusive cross section. This is slightly higher than the predictions of Alpgen(11.3 ± 1.4) and
MC@NLO(11.7 ± 0.9) but consistent with both predictions. Predictions, measured values, and scale factors for the
differential and inclusive cross section are listed in Table VII and shown in Figure 12. The results are consistently
high but within one standard deviation, except for the two or more jet bin, which is within two standard deviations.
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WW(llνν) Cross Section 1 jet, ET > 45 GeV CDF Run II Preliminary
R

L = 9.7 fb−1

Uncertainty Source WW WZ ZZ tt̄ DY Wγ W+jet
Cross Section 6.0% 6.0% 6.0% 4.3%∗

Acceptance

E/
T

Modeling 23.0%
Higher-order Diagrams 10.0% 10.0% 10.0%∗

tt̄ QCD 2.7%
Conversion Modeling 6.8%
Scale −23.7%
PDF Modeling 1.3%
Jet Energy Scale −2.7% −1.0% −4.6% −12.9% 3.7% −9.5%
Lepton ID Efficiencies 3.8% 3.8% 3.8% 3.8% 3.8%
Trigger Efficiencies 2.0% 2.0% 2.0% 2.0% 2.0%
Jet Fake Rate 18.9%

Luminosity 5.9% 5.9% 5.9% 5.9% 5.9%
∗ indicates uncorrelated systematic. (−) indicates anticorrelated systematic.

TABLE V: systematic uncertainties used in the 1 jet high ET analysis.

WW(llνν) Cross Section 2 or More Jets CDF Run II Preliminary
R

L = 9.7 fb−1

Uncertainty Source WW WZ ZZ tt̄ DY Wγ W+jet
Cross Section 6.0% 6.0% 6.0% 4.3%∗

Acceptance

E/
T

Modeling 26.0%∗

Higher-order Diagrams 10.0% 10.0% 10.0%∗

tt̄ QCD 2.7%
Conversion Modeling 6.8%
Scale −13.0%
PDF Modeling 1.8%
Jet Energy Scale −21.5% −13.2% −13.3% −1.7% −28.7% −22.0%
Lepton ID Efficiencies 3.8% 3.8% 3.8% 3.8% 3.8%
Trigger Efficiencies 2.0% 2.0% 2.0% 2.0% 2.0%
Jet Fake Rate 19.0%

Luminosity 5.9% 5.9% 5.9% 5.9% 5.9%
∗ indicates uncorrelated systematic. (−) indicates anticorrelated systematic.

TABLE VI: systematic uncertainties used in the 2 jet analysis.
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FIG. 5: Distribution of minimized negative log likelihood for 10,000 pseudo-experiments and for data (indicated by red line).
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FIG. 6: Templates after fitting in the 0 jet bin.
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FIG. 7: Templates after fitting in the one jet low ET bin.

WW(llνν) Cross Section CDF Run II Preliminary
R

L = 9.7 fb−1

σ(pb) Uncertainty(pb) σ(pb)
Jet Bin Measured Stat. Syst. Lumi. Alpgen MC@NLO

Inclusive 14.0 ±0.6 +1.6

−1.3 ±0.8 11.3 ± 1.4 11.7 ± 0.9

0 Jets 9.6 ±0.4 +1.1

−0.9 ±0.6 8.2 ± 1.0 8.6 ± 0.6

1 Jet Inclusive 3.05 ±0.46 +0.48

−0.32 ±0.18 2.43 ± 0.31 2.47 ± 0.18

1 jet, 15 < ET < 25 GeV 1.47 ±0.17 +0.15

−0.11 ±0.09 1.26 ± 0.16 1.18 ± 0.09

1 jet, 25 < ET < 45 GeV 1.09 ±0.18 +0.17

−0.12 ±0.06 0.77 ± 0.10 0.79 ± 0.06

1 jet, ET > 45 GeV 0.49 ±0.15 +0.20

−0.11 ±0.03 0.40 ± 0.05 0.46 ± 0.03

2 or More jets 1.36 ±0.30 +0.46

−0.29 ±0.08 0.64 ± 0.08 0.61 ± 0.05

TABLE VII: Table of inclusive and differential cross section measurements and predictions
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FIG. 8: Templates after fitting in the one jet intermediate ET bin.
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FIG. 9: Templates after fitting in the one jet high ET bin.
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FIG. 10: Templates after fitting in the two or more jet bin.
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FIG. 11: Templates after fitting for all data.
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VIII. CONCLUSION

We have measured the WW cross section, both inclusive and differential in jet multiplicity and ET , using a neural
network discriminant and maximum likelihood fit. The measured cross section, 14.0±0.6(stat)+1.6

−1.3(syst)±0.8(lumi),
is consistent with the Standard Model prediction. This is the most precise measurement of the WW cross section at
a pp̄ collider, and the first differential cross section measurement in a massive diboson state.
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